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Documentation Resources

SharePlex Technical Documentation
https://support.quest.com/shareplex/11.4/technical-documents

‘ ,Uest Products v Solutions Resources- Servicesv Supportv Trials Partnersv Communities v Q -
*

— Support Portal My Downloads (0)

Become a portal pro (i ] # > Support > Technical Documentation

A SelfServiceTools SharePlex - Technical Documentation

Knowledge Base
Filter to locate your release notes, guides or manuals (Choose different product)

My Account

Notifications & Alerts 11.4 (Latest Product Model/Version) ~ | Filter by Document Type v

Product Support Browse below by document title to locate, download or read online relevant product information

Software Downloads Release Notes

Technical Documentation i
SharePlex 11.4 Release Notes @ view pdf

User Forums

Video Tutorials Administration Guide

RSS Feed )
SharePlex 11.4 Administration Guide @ view pdf



Quest

Become a portal pro @

SharePlex Knowledge Base
https://support.quest.com/shareplex/kb

Products v Solutions Resources v Servicesv Supportv Trials Partners~ Communities v

# > Support > Knowledge Base

SharePlex - Knowledge Base

Category

[J Technical
Documentation

[] Knowledge Articles

Product Version

1.4

Omns

1.2

11

» More

Topic
[] configuration

) How To

Search Knowledge Base by keyword  (choose different product)

invalid column n Clear

Advanced Queries | Increase Your Search IQ

Date | Relevance | Views
Displaying 1-25 of 259

ORA-904 %s: invalid identifier / invalid column name. (4224560)

Post queue backlogged due to multiple ORA-904 Y%s: invalid identifier / invalid column name. Target table missing columns. 1. Export/import target table

Product(s): SharePlex NA rating | 192 views @

Last Updated On: 11/15/2023 Knowledge Article
Error: "ORA-00904 invalid column name" on Target (4230919)

Cause: The column name entered is either missing or invalid. Action: Enter a valid column name. A valid celumn name must begin with a letter, be less
than or equal to 30 characters, ..

Product(s): SharePlex NA rating | 241 views @

Knowledge Article

Last Updated On: 5/7/2023

Q &

"™ My Downloads (0)

Search All Products

/ Self Service Tools
Knowledge Base

My Account

Notifications & Alerts
Product Support
Software Downloads
Technical Doecumentation
User Forums

Video Tutorials

RSS Feed

& My Account

My Groups

My License Assets
My Products

My Profile

My Cases

My Warranty Assets

& Contact Us
Technical Support
View All
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SharePlex Support
https://support.quest.com/

‘ PU e St Products v Solutions Resources~ Servicesv [EI[J:Jg8¥8 Trials Partnersv~ Communities v Q 2

Become a portal pro @ Support Home Contact Us % My Downloads (0)
By Product > Customer Service

Q u eSt S u p p 0 rt Contact Support > Licensing Assistance

+ Download Software Renewals Assistance

Enter your product to find support
Knowledge Base Technical Support

Enter product name (type first 2 letters and select)
My Account >

Your recently viewed products:  SharePlex SharePlex Manager Foglight
Policies & Procedures

Consulting Services >
Technical Documentation

. @ Educational Services

User Forums

Knowledge Base User Forums Down s
Troubleshoot Connect with Downloac  vVjdeo Tutorials on
your issue your peers o is
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Monitor Your Replication: Processes

comwand |

sp ctrl (ptysuplé:61927}: show

Brocess Source

Capture o.PDB1Y

Read o.PDR1Y i 26906
Export exp-order ptysupl? 1 26830
Export exp-product ptysupl? 1 26831
Export EXp-COnmon ptysupl? 1 26832

show
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Command

Istatus

icaf

sp ctrl (pocysupl&:&148927})> 1lstatus

Detailed Status for ptoysuplEe

Copr
Crmnd & Ctxrl
DatafsHost: Wrongnamesg
Capturs Runninog
Data/Host: BDB1GS
REead REunning
DatafsHost: PDB19
Export Runninog
Data/fHost: ptywsuplT
Cueuse HName exp—ordex
Export Runninog
DatasHost: ptysuplT
LCraeuse Hame exp—product
Export Runmineg
Data/s;Host: pEtysuplT
Cueuse FHame

(=S a2
MHame : exp—pT
Harme : =Xp— COMMmoOTL

wastem is used as a source machine
el i 1o nfigurations:

REeplication actiwve from "spl101-071.

Dldest HMsog Time

Hewest Msg Time

database

o.-.PDBl1lY =since O04—0ct-—-2494 19:40:30
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Monitor Your Replication: Queues

Comman |

sp ctrl (ptysuplé:&14827}> gstatus

LCueues Statistics for ptysuplé
Hame : o.PFDB19 [(Capture gqueue}
Humber of messages: 44
Backlog (messages):

Hame : exp-order (Export queue)
Humber of messages: 25 (Age
q5taIUS Backlog (messages}): (Age

Hame : exp-product (Export dgqueue)
Humber of messages: (Age
Backlog [(messages}): (Age

Hame : exp-common (ExXport cueue)
Humber of messages: 1218 (Age
Backlog (messages): d (hge
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onitor Your Replication: Queues

Command

sp_ctrl (ptysupl7:61927)> gstatus detail

Queues Statistics for ptysupl?

Name: pst-comon (o.PDB19-0.PDB19) (Post queue)
Number of messages: 0 (Age 0 min; Size
0 (Age 0 min)

Backlog {(messages) :

Memory:
Total queue buffers: 1016 Buffers available:
Messages written: 84606 Writes to disk:
Messages read: 84607 Reads from disk:
pst-product (o.PDB19-0.PDB19)

Name:
Number of messages: 0 (Age
0 (Age

(Post gueue)
0 min; Size

0 min)

Backlog {(messages):

Memory:
Buffers available:

gstatus detall
Total queue buffers:
Messages written: Writes to disk:
Messages read: Reads from disk:

Name: pst-order (o.PDB19-o0.PDB19) (Post queue)
Number of messages: 0 (Age 0 min; Size
Backlog {(messages) : 0 (Age 0 min)

Memory:
Total queue buffers: Buffers available:
Writes to disk:

Messages written:
Messages read: Reads from disk:

- SharePlex
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. ication: i

SharePlex log files are located under the $SP_SYS VAR_DIR/log directory

event_log

*ocap

*order

*Xport

General events and alerts

Capture related events. E.g. of the file names for the 0.PDB19
source:

0.PDB19 ocap01.log

0.PDB19 ocap_ddl_01.log

Read related events. E.g. of the file names for the 0.PDB19
source:

0.PDB19 ord01.log

0.PDB19 ord_ddl_01.log

Export related events. The file name will contain the queue name
and the target name. E.g. of the file names:

exp-order_ptysupl7_xport0l.log

" SharePlex
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*0po

*Xpst

desrv*
declt*

Post for Oracle target related events. The file name will contain the
gueue name. E.g.

0.PDB19 pst-order_opo01.log
0.PDB19_pst-order_opo_ddl_01.log

Post for Open target related events. The file name will contain the
gueue name.

Compare/Repair related events. The desrv will be generated on
the source and the declt on the target. It will also contains the Job
ID. E.g. for job id 1:

desvr_1 0.PDB19 pl17541.log
declt 1 0.PDB19 a011635 p17187.log
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Monitor Your Replication: L og files
You can also access the log files in the sp_ctrl console with the show log command

—The show log command will show you the event_log entries
—There is a show log <process name> command for each process

sp_ctrl (ptysupl7:£1927}> show log post for o.PDBlY queue pst-order
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The trace command will collect statistics from a process and create a trace file that will
contain a summary of the tasks the process was running and the time consumed. E.qg.
To run a trace for the Post process for the pst-order queue for 5 minutes:

trace post queue pst-order 5
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Started:
Completed

Summary

(transactions/sec
transaction

14409
2986
(commit reduction) 429

needed
applied in row
s applied out of row

>le execute
commit

0:00
0:00

Number cutions
Operatio
In
Update
Commit
Batch Insert

Operation

ORDERS™
[TEMS™

ITEMS™

DER_TTEMS™

mix

Rollback transactions
Rollback tr actio
Rollback transac

t rollback

ions with partial roll k.
rollback operations process
ial rollbac

2986

0

onitor Your Replication: Trace commands
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Monitor Your Replication: Capture

The show capture command will show the information on the capture process.

sp_ctrl (ptysupl&:£15827}> show capture detail

Host: ptysuplég System time: 04-0ct-24 19:43:52

Cperations
Source Status Captured

o.PDB1G Runming 13434

Oracle current redo log
Capture current redo log
Capture log offset
Last change processed:
Cperation on "SP1017. "INVENTCRIES™ at 10704724 19:43:50

Capture state : Processing
Letivation id : 181

Error count HEY|
Cperations captured : 13434
Transactions captured : 2176

Concurrent sessions HE
HWHM concurrent sessiong : 11
Checkpoints performed HI 1
Total operations processed : 138596
Total transactions conpleted : 2434
Total Ebytes read HER Y|

Redo records in progress HE

Redo records processed : 124421

Redo records ignored : 110542

Redo records - lastc HERID r ARAYKXAAMARREdanCh

SharePlex

by Quest




Monitor Your Replication: Read

Any issues with the Read process will be reflected in an increase of the number of
backlog messages on the Capture queue. You can verify this using the gstatus
command and checking the backlog number

sp_ctrl (ptysuplé6:61927)> gstatus

Queues Statistics for ptysuplé
Name: 0.PDB1% (Capture queue)
Number of messages: 46 (Age
Backlog (messages): 0O (Age

SharePlex
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. ication: I

You can monitor the Read process with show read command. If you use the show read
Internal command, this will show you a more complete set of information.

One of the most common issues of Read slowness is that is going into Pass 2 due to
missing the key information for an operation. Read will need to query this information
on the database, slowing down the process.

Pass 2 can be caused by not having Supplemental logging enabled for the key
columns.

" SharePlex
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Your Replication: Read

sp_ctrl (ptysupl&:61827}: show read internal

Host: ptysuplée
Operations
Source Status Forwarded Since

o.PFDB1Y Rurming. . 16004 04-0ct-24 159:40:31

Last operation forwarded:
Redo log: 5284 Log offset:

55920144

=
Evl
INSERT in "SB1017."LOGOHN"™ at 10/04/24 14:44:11

SCH : £5BO41857

Read state : Processing,
Aotivation id 181
Smapshot too old count

Hunber of pass cycles

Cperations in last pass

Peak operations in a pass

Cperations forwarded
Transactions forwarded

Full rollbacks
Full rollback operations skipped

Updates with complete key
Updates with key in cache
Updates with key from {racle

Curgor cache hit count
Curgor cache miss count
Hunber of open cursors

Hunber of active batches
Batch message total

passl

- SharePlex
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Monitor Your Replication: Export / Import

Using show export detail on the source, you can obtain information on the network

transmission rates between the Export and Import.

sp_ctrl (ptysuplé&:£1927}> show export detail

Host : pbtysuplé
Queue @ exp-order
Fbvytes
Exported Since Total Backlog

ptysuplT REunning 6732 U4-0Oct-24 19:40:33

Since activated
Transmission rate
Highest transmission rate : 27 EBf3ec Fri Oct 4 19:44:03 2
Average packet size . 453 bytes
Average send time ! B microseconds

: 19 KB/sec

Since export started

Transmission rate

Highest transmission rate

Average packet size

Average send time

Largest deviation from average

Send times deviating by more than S0%

Luring the last 15 seconds:

Transmission rate
Average packet size
Hunber of packets
Average send time

: 19 EB/sec

: 27 EB/sec Fri Oct 4 19:44:03 2
: 453 bytes

1 B microseconds

! 355 microseconds

o Z24.409%

: 26 EB/3ec

. 454 bytes

HER =11}

i 7T microseconds
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Monitor Your Replication: Post

To monitor the Post process, show post and gstatus are often used to verify if there are
backlogs.

You can also get information on the sessions and the SQL statements executed with
the show post sessions and show sgl commands.

All three commands accept the queue <gname> option to show a specific queue
iInformation.

SharePlex
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gsp_ctrl (ptysupl7:61827}> show post detail gueus pst-comon

Hosat : prysuplT
Source : o.PDB19 I pst-comon

Cperations
Posted Since

o.PDB1Y Running 11526 04-Cct-24 18:40:33
Last operation posted:
Redo log: 52484 Log offsec: &7350144

UPLATE of "SP1017."INVEWTORIES™ at 10/04/24 19:45:43

Last transaction posted:
Redo log: 5244 Log offset: &7374941&

=
o
SCH: &5804844G8 Source times: 10704724 1G:45:

Post state : Waiting
Activation Id : 181

Number

Humber
Number

of messages read releassed @ O

of threads
of Dracle conmections

Concurrency (Active sessions}
Peak nunber of sessions

Cperations posted : 1152&
Transactions posted : 3147

Full rollbacks H= 114
Full rollback cperations posted
Rollback operations skipped

Transactiong <=
Trangactions > 10000
Largest transaction

Insert operations
Update operations
Delete operations

Insert batch operatioms / average
Update batch operatioms / average
Delete batch operatioms / average

{Other operations
Lok changes

Fevy cache hit count
S0L cache hit count




iptysuplT: 814827} > show post sessions detailil Jqueue pst-order

Sesszion Session Pending Operations Number of EBE Cps SID/InstID Thread ID
Status Messages Done Transactions Skipped
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sp_ccil (ptysupl7:61927}> show sql queue pst-order
Last S5QL statement of gqueue pst-order and instance o.PDBl9-0.PDBE1S on ptysupl’

Thread

Thread

Thread

insertc

Thread

insert

Thread

insert

Thread

insert

Thread

update

Thread

insert

Thread

insert

Session

is initializing

Seasion

into "SP1Q17.

Sesaion

into "SP1017.

Sesaion

into "SP1017.

Sesasion

into "SP1017.

Session

"ORDER_ITEMS®™

"ORDER_ITEMS®™

"ORDER_ITEMS®™

"CORDER_ITEMS™

Ho SQL available vet.

("CRCER_ID", "LINE_ITEM ID","PRCDUCT_ID", "UNIT_FRICE", "QUANTITY", "GIFT_WRAF", "CONDITICH", "ESTIMATED DELIVERY"} wvalues (:V001,:

("CRCER_ID", "LINE_ITEM ID","PRCDUCT_ID", "UNIT_FRICE", "QUANTITY", "GIFT_WRAF", "CONDITICH", "ESTIMATED DELIVERY"} wvalues (:V001,: Vo3, :

("CRCER_ID", "LINE_ITEM ID","PRCDUCT_ID", "UNIT_FRICE", "QUANTITY", "GIFT_WRAF", "CONDITICH", "ESTIMATED DELIVERY"} wvalues (:V001,: :Voo3, :

("ORCER_ID", "LINE_ITEM_ ID", "PRODUCT_ID", "UNIT_PRICE", "QUANTITY", "GIFT_WRAF", "CONDITICH", "ESTIMATED DELIVERY"} values (:V001,:

"EP1017."ORDERS™ t set "CRDER_STATUS"=:V001 where rownum = 1 and "ORDER_IDT=:V002 and "ORDER_STATUS"=:V003

Session

into "SP101".

Session

into "SP101".

"ORDER_ITEMS®

"ORDER_ITEMS®

(FORCER_ID", "LINE_ITEM_ID", "PRODUCT_ID", "UNIT_PRICE", "QUANTITY", "GIFT_WRAP®, "CONDITION®, "ESTIMATED DELIVERY"} walues (:V001,:V002,:V003, :V004, :VOOS5, : VOOE, :VOOT,

(FORCER_ID®, "LINE_ITEM_ID", "PRODUCT_ID", "UNIT_PRICE", "QUANTITY", "GIFT_WRAP®, "CONDITION®, "ESTIMATED DELIVERY"} walues (:V001,:V002,:V003, :V004, :VOO5, :VOOE, :VOOT,

:W00g) RETURNING RCWID

:W00g) RETURNING RCWID

:W00g) RETURNING RCWID

:W00g) RETURNING RCWID

W02y RETURNING RCWID

:Woog) RETURNING RCWID

INTC :RID

INTC :RID

INTC :RID

INTC :RID

INTC :RID

INTO :RID
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sp_ctrl (ptysupl&:&£1827}> list param modified

| l a‘r I I eX Control Process parameters:
P ar am et e r S Parameter Name Actual Value Units Set At

SP_COF TFORT &£1927 Restart Cop
Default YValue: 21949

5P _COF UFORT £14927 Restart Cop
Default YValue: 21949

Each SharePlex process is
highly configurable with the

Compare/Repalr parameters:

Parameter HName Actual Value Units Set At
USE Of parameters.
5P DEQ COPY CHECE ROWS 2147483640 Live
Default YValue: 2000409

You can review the most
common parameters with

Oracle Capture parameters:

the command list param. S e e e e
1 11 1 S OCT COLOG QUEUE SIZE 32768 # Cueus Restart Process
Using the modified option e razt
will provide the Output for SP_OCT_OPS_QUEUE_SIZE 16384 Restart Process
Defaultc Value: Blaz

the parameters that are not
in their default value

Support Library parameters:

Parameter HName Actual Value Units Set At
5P _OSP DEBRUG Oxffffffff bitflag Live
Default YValue: 0x000gagag

Sygtem paramsters:

Parameter HName Actual Value Units Set At

SP_SYS5 LIC 32634 E1BMVCRAEIJXHZ & TADVHMEHAAWEFEDMZ2ZTEWNM : & Install

5P _S5YS5 LIC 44862 DETOXROMXFYAPTE43B0ZONHMGEA53TYY4UT1 1O Install

5P _S5YS5S NETWORE SECURITY OLD Restart Cop
Default YValue:

SP_SYS SPM UNIX TIME 1 boolean Restart Process
Default YValue: 1]

an ctrl iotvsunle: 619271 B



SharePlex Parameters

To modify a parameter, you will use the set param <parameter> <value>
command.

set param SP_OPO_COMMIT_REDUCE_MSGS queue pst-common 10000

On Post parameters, you can specify the Post queue name so it only applies to
that particular Post queue.

Some parameters can be modified live, while others will require to restart the
process or SharePlex to take effect. The output of the list param command
shows which

SharePlex
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SharePlex Parameters

This are the most common modified parameters for performance. It is highly
recommended to review the reference guide for more information or to open a support
case for advice on how to implement them

Capture Post
SP_OCT_ASM_MULTI_OCI SP_OPO_DEPENDENCY_CHECK
SP_OCT_CHECKPOINT_FREQ SP_OPO_COMMIT_REDUCE_MSGS
SP_OCT_OLOG_QUEUE_SIZE SP_OPX_COMMIT_REDUCE_MSGS
SP_OCT_OPS_QUEUE_SIZE Queue

SP_QUE_POST SHMSIZE

SP_QUE_Q SHMSIZE

" SharePlex
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